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ABSTRACT 
Nowadays, the Internet of Things (IoT) application is most integrated with our daily lives and society, 
which are used for exposing the user to threat against their privacy. Moreover, privacy and security of 
data are some of the major issues in internet-based computing, which become manifolded in IoT for 
diversified technologies. Furthermore, IoT is adopted in many organizations and academics to protect 
their assets. So, the current research has proposed a novel machine learning optimized kernel 
framework for identifying the primary user and malware user using IoT devices. Also, access the primary 
user and deny malware users using the access history of the IoT device. Additionally, a Support Vector 
Machine (SVM) is imported to train the database and classify the malware. As well, optimize the kernel 
function with the help of the Butterfly Optimization Algorithm (BOA). After that, the developed framework 
analyses the IP address based on the threshold value of normal and malware users, then predicts the 
primary used based on the stored access history of NU and denies the malware user based on the 
access history of MU. Finally, IoT devices access the user and the proposed framework is implemented 
in the python tool. To check the reliability of the proposed framework launch spoofing attacks in the 
classification layer. Consequently, the performance metrics of the developed technique are compared 
with other prevailing techniques in terms of detection accuracy, False Prediction Rate (FPR), sensitivity, 
specificity, precision, and F-measure.  
 
KEYWORDS: IoT application, data security, privacy, machine learning, normal user, malware, attacks, 
access history, database 

 
1. INTRODUCTION 
In the past decade, technologies in the digital epoch enable huge innovations and 
modernization of several computerized applications [1]. Among them, the IoT is a 
recent technology that implies a wide-reaching network including physical as well as 
virtual “things” interlinked with the internet [2, 3]. The interconnectivity among the 
devices and the internet makes it a global network of connected “things” [4]. In the 
future, there are possibilities that anything that will be connected can be connected. 
Some besides, every device has its own and unique ID to identify the device security 
issues of IoT are detailed in fig.1. Practically, most of the machines/devices are using 
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today will become smart appliances which are connected to the internet with each 
other [5, 6]. Moreover, many of the IoT devices like wearables, smartphones, lamps, 
headphones, to name a few are battery operated on concerning the minimum power 
utilities [7]. Furthermore, IoT is the concept of linking objects or devices over the 
internet and the popularity of the IoT increased quickly [8]. The technologies of IoT are 
helpful for several purposes that include education, communication, business 
development, and transportation [9]. Generally, IoT is introduced for communication 
through each other from remote areas or locations [10].  

IoT security issues

User identification

Secure network 

access

Secure data 

communications

Identity management

Secure content

Secure S/W execution

Availability

Tamper resistant

Secure storage

 

Fig.1 Security issues of IoT 

 As well, IoT-enabled devices are used for industrial applications and business 
purposes. Moreover, the app is used in business for attaining a competitive edge 
through competitors [11]. Also, it has the capability of connecting one device to another 
device and people by internet infrastructure [12]. Thus the devices are connected and 
communicated through several ways such as medical devices, video cameras, 
smartphones, consumers, and vehicle-to-vehicle communication [13]. But the main 
risk of IoT devices is an obvious chance of leaking sensitive information by 
unauthorized manipulation [14]. Also, the devices are transmitting the personal 
information of users like address, name, and credit card details [15]. If the IoT device 
contains some vulnerability means it can affect and damage the system also, the 
vulnerability of attacks causes data privacy [16]. 
Even though IoT enables interconnected smart appliances and smart autonomous 
devices, security and privacy are still tackling factor that restricts the performance and 
utilization of IoT in sensitive areas [17]. For instance, smartphones or laptops 
connected with IoT devices increase the risks of personal data leaking [18]. Generally, 
authenticating a user/device, identifying user/device and device heterogeneity is the 
most critical security and privacy issues in IoT [19, 20]. There are several techniques 
are developed to overcome security issues such as lightweight random recurrent and 
prediction model [21], complex event processing based machine learning method [22], 
and high interaction honeypot based machine learning technique [23] but still having 
the problem of low TPR, high FPR, high execution time and attack rate is high. 
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The arrangement of this novel is structured as follows. The literature survey describing 
earlier related work based on data security and privacy is detailed in section 2 and the 
system model and the problems in existing system is described in section 3. Also, the 
process of the suggested technique is elaborated in section 4. The achieved outcomes 
are mentioned in section 5 and finally the conclusion about the suggested model is 
detailed in section 6. 
 
2. RELATED WORKS 
Some of the recent literature survey based on data security and privacy is 
detailed below, 
Shahid et al [21] have proposed a lightweight random recurrent and prediction model 
for predicting the aforementioned attacks. Thus the performance of the developed 
technique is evaluated based on some parameters that also attain 99.20% in 
accuracy. Moreover, this technique enhances the attack detection rate also attains 
better results while comparing other existing techniques but it is more expensive and 
the noise rate is high. 
By the increasing rate of IoT carried the most challenging task through detecting cyber-
attacks and threats. Jose Roldan et al [22] have developed complex event processing-
based machine learning methods for detecting various types of security attacks. 
Moreover, automatic code generation is designed to hide complexity from domain 
experts. Finally, check the capability of the developed technique to detect attacks 
through the malicious device but it takes more time to compute the process. 
Jose Tomas et al [23] have developed high interaction honeypot-based machine 
learning technique for capturing the attacks and information created through attackers. 
Moreover, data generation is executed using a machine learning framework that 
detects the hidden pattern. Thus the developed framework attains a high level in 
prediction and less false negative rate but it has low sensitivity because of data 
complexity. 
Data privacy and security are the most critical issues in internet-based computing such 
as mobile computing, IoT, and cloud computing. Ravi kumar et al [24] has studied the 
communication technologies, privacy, and security issues of IoT architecture. Also, 
discuss the various techniques which are applied for the privacy and security issues 
in IoT different layer architecture. 
Kevin and Jorge [25] developed blockchain architecture of leverage properties for 
addressing the privacy and security of IoT applications. Moreover, the main aim of the 
developed technique is to improve the privacy of the user by implementing user control 
privacy. The user data are secured by anonymisation properties of blockchain and the 
technique attains better performance to enhance the security but the attack 
vulnerability rate is high while comparing other existing techniques. 
The key steps of the present research work is summarized as follows, 

 Initially, a group of normal and malicious users will be created.  

 The normal users are identified as Nus and malicious users are identified as 
Mus.  

 Here, the system will provide access to the users with ID NU and deny the users 
with ID MU.  

 In order to identify Nus, a database is created and used to store the access 
history of the IoT devices by the Nus.  
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 This database is further utilized to train the classifier to decide whether the 
request is from NU or MU.  

 This decision-making will be performed by the efficiency of the ML algorithm 
SVM classifier which will be further improved by optimizing the kernel function 
through BOA.  

 Moreover, the reliability of the system will be tested with several attacks such 
as spoofing and intrusion.  

 Finally, the parameters are calculated and compared with other models with 
respect to accuracy, precision, sensitivity, specificity and F-measure. 

 
3. SYSTEM MODEL AND PROBLEM DEFINITION 
IoT is one of the interesting technology developments that may enhance connectivity 
around the world also increases the communication ability of information. Moreover, 
IoT captures information from the natural environment and human beings. The basic 
system architecture of IoT is detailed in fig.2. It contains a multi-layered network for 
sensing, data communication, and networking. Initially, the IoT device data are 
captured and send out through data communication which is received by the internet. 
Then the IoT security analyses the data flow depending upon the data usage of the 
user. The IoT data are transferred from the IoT device through the cloud to the internet 
or vice versa. 
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Fig.2 Basic system model 

But it obtains some problems for data communication such as malicious attacks and 
malware. Thus the attacks may damage the system and hack the information of a 
user. Also, the IoT devices connected with hardware or software have the chance to 
leak sensitive data through unauthorized access. These factors increase the security 
and privacy risks in IoT so current research work is motivated to overcome the attacks 
and enhance data security and privacy using IoT. Here, the model is developed as a 
multi-objective problem. 
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4. PROPOSED METHODOLOGY 

To establish an enhanced security and privacy protocol for IoT devices, this proposal 
implements a Machine Learning (ML) algorithm named SVM to predict the primary 
user and malicious user. Furthermore, the detection performance will be improvised 
by optimizing the kernel function using a modified BOA. In data security and privacy 
of IoT, authenticating the normal user provides privacy as far as preventing attacks 
enables security. This proposal aims to assure optimal, secure as well as privacy-
enables IoT technology. The design of the proposed methodology is illustrated in fig.3. 
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Fig.3 Proposed methodology 

Initially, the dataset of normal users and malware users is collected and trained in the 
system. Then the normal user dataset is stored as a name of Nus and the malware 
user dataset is stored as the name of Mus. Furthermore, normal user datasets are 
stored in the access history of IoT devices. It can utilize whether the request is from 
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Mus or Nus. In the classification identify the malware using optimized kernel function 
through BOA. It includes three processes such as preprocessing, feature extraction, 
and classification. 
 
4.1 Dataset collection 
         The normal user and malware user datasets are collected from HitGub and the 
dataset contains the user activity, access history of each user. Total 337941 datasets 
are collected from the HitGub and imported to the python environment, which contains 
24% of malware and 76% of normal user datasets. The training process used 70 % of 
the dataset and the testing process used 30% of the dataset. Also, the dataset 
contains some features for identifying whether the user is normal or malware. 
 
4.2 Preprocessing 
        The collected dataset contains missing values, errors, irrelevant data, noise, and 
training flaws which are removed using preprocessing layer. Thus the preprocessing 
improve the quality of the dataset also remove unwanted noise or error in the dataset. 
Then the preprocessing is obtained using eqn. (1). 

     


 
M

j

jikjikiP
1

,,                                                 (1) 

Where, M  is the constant,  jik ,  is denoted as relevant data and  jik ,  is 

considered as errors and noise present in the dataset. 

4.3 Feature Extraction 

       Furthermore, the process of extracting features is helpful to identify the malware 
and normal user depending upon some features of each user. In this stage, extract 
only relevant features from the dataset so it can enhance the detection performance 
of the developed framework. Then the features are extracted based on source IP, 
destination IP, count, address, type, location, operation, timestamp, values, and so on. 
Additionally, the features extraction is obtained by eqn. (2). 
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Let,  abm  is denoted as feature extraction of user Id and access history. Moreover,

 ad ,  ap and  a  is considered as source IP, source address and source type. Also,

 bd ,  bp and  b  is considered as destination IP, destination address and, 

destination type. 

4.4 Process of SVM with an optimized kernel function 

        Frequently, extracted features are stored in the database which is designed for 
storing the access history of the IoT device. Thus the database is further utilized in the 
classification layer to identify whether the request is coming from Mus or Nus. 
Furthermore, train the database using SVM which is used to analyze the sparse data 
and high dimensional data with the recognized pattern. As well, prediction of primary 
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user and malware user involves two steps such as training and prediction. Moreover, 
a database is trained using eqn. (3). 

    M

ii

k

iiir bMabaT
1

1,1,,,


                                        (3) 

Where, ia  is denoted as the training samples and kM  is considered as fixed length 

vector. Moreover, ib  is denoted as the associated binary label of M vector. Then the 

trained SVM searches the input dataset which separates the positive and negative 
samples such as ID MU and ID NU. Then the developed framework is determined a 
binary linear classifier which is mainly focused on the original sample of SVM and the 
hyper plane is parameterized using eqn. (4). 

  0 akoM k                                                                 (4) 

Let,  ko  is denoted as the vector orthogonal of hyper plane which separates the 

training data for classification using eqn. (5). 

    akoMsignab k                                                       (5) 

Where,  ab  is denoted as accurate classification of training data. Frequently, the 

optimized kernel function is updated to the SVM for predicting the primary and 
malware users also enhance the prediction accuracy of malware. In this stage, the 
fitness of butterfly optimization is updated to the kernel function for correct predicting 
of malware users. Generally, the basic purpose of BOA is to sense the fragrance to 
the other butterfly for searching food also move randomly towards the local search. 
The fitness of BOA is used to identify the request is from Nus or Mus. because it can 
search and monitor each IP address of all users. Moreover, classification is occurred 
based on the comparison of the testing vector which is obtained by eqn. (6) 

    kk
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                                                       (6) 

Let, 
k  is denoted as fitness function of BOA that is used for measuring the 

comparison of two vectors in kernel function. Thus the optimized kernel function 
identifies the similarity of normal and malware users by feature extraction of the trained 
database. Whether the primary and normal user is identified based on the sequence 
of calls because it contains access history of ID NU and ID MU. Thus the size of the 
subsequence are identified using eqn. (7) 

     

 
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
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Let, n is denoted as subsequence size and  is considered as decay factor based on 

the contribution of matching IP address. Moreover, n is considered as the length of the 
subsequence.  
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Algorithm:  Optimized kernel function of SVM to predict malware 
Start 
{ 
 Initialize dataset 
 //Normal and malware user dataset 
 Store dataset 
 { 
 NUsuserNormal _  

MUsusermalware _  

 } 
Preprocessing 
// remove noise and errors present in the dataset 
 For all k=1,2,3,4…..i 
 { 
 Remove errors 
 } 
 End for 
Feature Extraction 
// Identify the malware and normal user based features 
For all Nusa   

 { 
 Normal user feature extracted 
 //source, destination, address, IP, timestamp, etc. 
 } 
For all Musb   

 { 
 Malware user feature extracted 
 } 
End for 
Update to developed SVM 
 { 
 Train the database 
 rT  ii ba , , kM  

 // ia  - training samples 

// kM - fixed length vector.  

// ib  - associated binary label of M vector 

Binary linear classifier 
 For all  ab =classified trained data 

 { 
 Store access history  
 // stored using IoT device 
 } 
 Launch attack 
Update BOA in kernel function 
 Identify size of sequence user 
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 { 
   lengthfactordecaysizetsD ,_,,   

 } 
Classification 
 if   )1.0,( tsD  

 { 
 Normal user 
 //ID NU 
 } 
 Grant access 
 else if   )1.0,( tsD  

 { 
 Malware user 
 //ID MU 
 } 
 Deny access 
 End if 
 Neglect attack 
ACCESS to normal user 
Output 
} 
End  

 

After that, developed SVM with optimized kernel function classify the primary user and 
malware user present in the dataset using IoT devices. The developed framework 
continuously watches the stored access history of the normal and malware user using 
IoT device. Then classify the primary user and malware user by defining the threshold 
value of sequence size of each user. Furthermore, prediction of normal or malware is 
obtained using eqn. (8). 

 
 

  












usermalwaretsD

userNormaltsD
tYs

_1.0,

_1.0,
                                    (8) 

While the sequence size threshold value is less than 0.1 means that the user is 
considered a normal user and the system can access the user. But the sequence size 
threshold value is greater than 0.1 means that the user is considered a malware user 
and the system can deny the user. At last, the developed framework response to the 
normal user to access the data and provide data privacy and security using smart IoT 
technology. 
 
5. RESULTS AND DISCUSSION 
The designed model is elaborated in Python and the successive score was validated 
by comparing the performance of the designed model with other approaches in terms 
of accuracy, specificity, sensitivity, F-measure, precision. Initially, a group of normal 
and malicious user datasets is collected from the net source and trained to the system. 
Moreover, a database is generated for storing the access history of the IoT device. 
That database is employed for training the classifier and the classifier is designed with 



Tianjin Daxue Xuebao (Ziran Kexue yu Gongcheng Jishu Ban)/  
Journal of Tianjin University Science and Technology 
ISSN (Online): 0493-2137 
E-Publication: Online Open Access  
Vol:55 Issue:04:2022 
DOI 10.17605/OSF.IO/UQ3D6 

 

April 2022 | 208  

 

an optimized kernel via BOA. Finally, the developed technique accesses the normal 
user and denies the malware user. At last, check the reliability of the developed 
technique by testing spoofing attacks. 
 
5.1 Case study 
Generally, the application of IoT in the industrial sector enhances the efficiency, 
security, and production of industrial operations. Also, the internet is one of the 
important backbones in modern life such as e-commerce, e-learning, and e-mail.  
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Fig.4 Process of developed architecture 

Moreover, IoT is one of the applications of the internet it acts, connects, 
communicates, and reacts with each other without human interaction. The developed 
framework is imported into a python environment to secure data privacy and enhance 
detection performance. Initially, user datasets with various IP addresses are collected 
from the net source and trained to the system. Then the collected dataset is stored in 
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the IoT device based on the Nus and Mus. Moreover, unwanted noise, errors, and 
training flaws are removed in preprocessing layer at the next feature extraction are 
processed to extract the relevant information from the dataset which is helpful to 
predict the primary or malware user. Additionally, the classification layer used SVM for 
predicting the normal and malware user. In this stage, the optimized kernel function is 
updated to the SVM through BOA. It can analyze the IP address whether the request 
is from Nus or Mus. Then launch an attack in the classification layer to check the fidelity 
of the developed framework. The main purpose of spoofing attacks is for a user to 
steal data, spread malware; the attacker impersonates an authorized device and 
bypasses the access control system. Thus the attacks have affected the system with 
a different IP address which is identified and neglected with the help of optimized 
kernel function. Finally, the developed framework overcomes the issues of the multi-
objective problem better performance in detection accuracy also enhance the 
performance of data privacy and security using IoT device. 
 
5.2 Performance metrics 
The planned model is implemented in the python tool and the success rate of the 
designed scheme was analysed with comparison assessment in terms of, accuracy, 
sensitivity, specificity, F-measure, and precision. Thus the achieved performance is 
compared with other existing techniques such as Lightweight Random Neural Network 
(LRaNN) [21], Detect Botnet Infection (DBI) [23], Multistage and Elastic Spam 
Detection (MESD) [26], Android Malware Detection System (AMDS) [27], Detect 
Android Malicious using Ensemble Learning (DAM-EL) [28], and Intrusion Detection 
in IoT (ID) [29]. 
 
5.2.1 Accuracy 

The accuracy of the developed framework is identifying the malware user based on 

the access history of IoT devices. Moreover, the system will provide access to the user 

with the ID NU and deny the user with ID MU. Furthermore, the accuracy of identifying 

malware users can be expressed using eqn. (9) 

INANAPIP

INIP
Accuracy




                                          (9) 

Where, IP is denoted as a true identification of malware user, IN is represented as a 
true negative identification of malware user. Moreover, AP is expressed as a false 
positive identification of malware user and AP is called a false negative identification 
of malware user.  

Table.1 Validation of accuracy 

No. of. 
epoch 

Accuracy (%) 

LRaNN DBI MESD AMDS DAM-EL ID Proposed 

1 99.20 98.1 91.3 98.8 98.39 97.36 99.54 

5 98.1 97.2 89.6 97.6 98 96.01 99.34 

9 97.34 95.03 87.06 95.34 97.3 94.89 99.21 

13 97 94 85.98 94 95.54 92.4 99 

21 95.43 93.54 84 92.04 94 91.13 98.67 
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The achieved accuracy rate of the proposed technique is compared with other existing 
replicas such as LRaNN, DBI, AMDS, MESD, ID and DAM-EL. Thus the LRaNN and 
DBI replicas attained 99.20% and 98.1% in accuracy, also the MESD method gained 
91.3% accuracy. Moreover, the DAM-EL and AMDS techniques achieved 98.39% and 
98.8%. Additionally, the developed technique achieves 99.54% accuracy. The 
comparison of accuracy with the exciting technique is detailed in fig.5 and table.1. 

 

Fig.5 Accuracy comparison 
5.2.2 Precision 
The computation of precision (P) is operated for recognizing the success of the 
proposed technique while accessing the permission to the normal user and denying 
malware user. In addition, the measurement of precision rate is obtained using eqn. 
(10) and comparison of precision has been detained in table.2. 

APIP

IP
P


                                                                 (10) 

Table.2 Validation of Precision 

No. of. 
epoch 

Precision (%) 

LRaNN DBI MESD AMDS DAM-EL ID Proposed 

1 99.11 95.7 90 95.89 95.03 97.72 99.88 

5 98.72 94.32 89.12 94.2 94.78 97 99.67 

9 98 93.01 88 93.02 92.34 96.54 99.22 

13 97.54 92.4 86.97 92.34 92 95.8 99 

21 97 91 85.34 91.3 90.01 94 98.72 

 

Generally, DBI and LRaNN replicas attained 95.7% and 99.11% in precision; also 
MESD method gained 90% precision. Moreover, the AMDS and DAM-EL methods 
attained almost 95% in precision; also ID technique achieved 97.72%. Additionally, 
the developed technique achieves 99.88% in precision. Thus the comparison of 
precision is detailed in fig.6. 
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Fig.6 Precision comparison 

Here, the existing approaches have achieved a lower precision value while comparing 
developed techniques has obtained 99.88% high precision value than other methods. 
 
5.2.3 Sensitivity 
Measurement of sensitivity is developed to access the normal user and deny the 
malware user which is mainly predicting the malware user based on access history. 
Additionally, sensitivity is the term of true positive value to the addition of false-
negative and true positive value. Moreover, the sensitivity calculation of the developed 
method was obtained using eqn. (11), 

ANIP

IP
ySensitivit




                                                                  (11) 

Table.3 Validation of Sensitivity 

No. of. 
epoch 

Sensitivity (%) 

LRaNN DBI MESD AMDS ID Proposed 

1 99.13  93.9 89.5 98.20 96.92 99.56 

5 98.67 92.89 88.12 97.3 95.1 99.23 

9 97.6 91.5 86.7 96 93.45 99 

13 97 90.02 84.3 95.23 92.01 98.62 

21 96.6 89 82 94.12 91.1 98.12 

 

The achieved sensitivity rate of the proposed technique is compared with other 
existing replicas such as LRaNN, DBI, AMDS, MESD, and ID. Thus the LRaNN and 
DBI replicas attained 99.13% and 93.9% in sensitivity, also the MESD method gained 
89.5% sensitivity. Moreover, the AMDS and ID techniques achieved 98.20% and 
96.92%. Additionally, the developed technique achieves 99.56% sensitivity. The 
comparison of sensitivity with the exciting technique is detailed in fig.7 and table.3. 
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Fig.7 Sensitivity comparison 

 
5.2.4 Specificity 
Specificity is defined as the degree that is utilized for identifying the amount of true 
negatives that are recognized accurately. Also, specificity is employed for calculating 
the efficiency of detecting malware using the access history of IoT devices. The 
mathematical expression to calculate specificity is detailed in eqn. (12), and the 
comparison of specificity is shown in table.4. 

APIN

IN
ySpecificit




     (12) 

Table.4 Specificity validation 

No. of. 
epoch 

Specificity (%) 

LRaNN DBI MESD AMDS ID Proposed 

1 98.76 92 90.5 98 95.12 99 

5 98 91.03 89.67 97.12 94.88 98.67 

9 97.12 90.45 88 96.39 93.13 98.12 

13 96.67 88.3 87.60 95.12 92 97.78 

21 96.01 87 86.12 94 91.67 97.24 

The achieved specificity rate of the developed technique is compared with other 

existing techniques such as DBI, MESD, LRaNN, ID and AMDS. Moreover, the ID 

replica attained 95.12 for one epoch. Also, LRaNN and DBI techniques gained 

specificity rates are 98.76% and 92%. The developed MESD and AMDS methods 

attained specificity rates as 90.5% and 98%. The developed framework attains a high 

specificity rate while comparing other techniques to predict malware as 99%. The 

comparison of specificity is illustrated in fig.8. 
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Fig.8 Comparison of Specificity 
 
5.2.5. F-measure 
It is the measure of model accuracy of the dataset used for evaluating binary 
classification systems. Also, it is calculated by combining both precision value and 
recall value, which is calculated using eqn. (13), 













RP

RP
Fmeasure

*
2                                                    (13) 

Table.5 Validation of F-measure 

No. of. epoch F-measure (%) 

LRaNN DBI MESD AMDS Proposed 

1 99.20 94.8 91.5 97.02 99.57 

5 98.56 93.56 90 96.34 99.12 

9 98 93.02 88.12 95.02 98.78 

13 96.28 92.62 87.87 94.12 98.28 

21 95.98 92 86 93 97 

 
The DBI replica attained 94.8% in F-measure, and the LRaNN method gained 99.20% 
F-measure. Moreover, the MESD and AMDS techniques gained 91.5% and 97.02%. 
Additionally, the developed technique achieves 99.57% in F-measure and the 
comparison of F-measure with the exciting technique is detailed in table.3 and fig.9. 
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Fig.9 F-measure comparison 

5.2.6 False Positive Rate (FPR) 

Generally, FPR is the ratio among quantity of negative identification of malware users 
which are wrongly categorized as the false positive and total quantity of actual 
negative events. Thus the FPR is measured using eqn. (14). 

INAP

AP
FPR


                                                        (14) 

The gained FPR rate of the developed technique is compared with other existing 
techniques such as AMDS, ID, and DAM-EL. Furthermore, DAM-EL technique gained 
0.016% in FPR and AMDS technique achieved 0.014% in FPR. Additionally, ID 
method attained FPR rate as 0.37% but the developed replica attain low FPR as 
0.001%. The comparison of the FPR is detailed in fig.10. 

 

Fig.10 FPR comparison 

5.3 Discussion 
The proposed model has shown good performance by attaining the best results in 
accuracy, recall, precision, specificity, FPR, and f-measure. Thus, the developed 
scheme identifies the normal user and malware user from Nus and Mus. The normal 
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user database is stored in the access history of IoT, which can grant access to a 
normal user and deny malware users. To check the reliability of the developed 
technique, launch spoofing attacks. Furthermore, the proposed technique secures 
data privacy using IoT devices from malware users. Thus the developed technique 
attains high accuracy for detecting malware users. 
 

Table.5 Overall performance metrics 

 Performance assessment with key metrics 

Methods Accuracy precision Sensitivity Specificity F-measure 

LRaNN

 

99.20

 

99.11

 

99.13

 

98.76

 

99.20 

DBI

 

98.1

 

95.7

 

93.9

 

92

 

94.8 

MESD

 

91.3

 

90

 

89.5

 

90.5

 

91.5 

AMDS 98.8 95.89 98.20 98 97.02 

ID 97.36 97.72 96.92 95.12 - 

Proposed 99.54 99.88 99.56 99 99.57 

 
The outstanding metrics comparisons are tabulated in table.5, in all parameter 
validation, the proposed technique has gained the finest results. Moreover, the 
developed framework gained high detection accuracy as 99.20%, low FPR as 0.001%, 
and high sensitivity as 99.13%. Hence, the robustness of the proposed technique is 
verified and it can identify the normal user and malware users using IoT devices. 
 
6. CONCLUSIONS 
In this paper, a novel optimized SVM framework has been developed to detect 
malware and attacks using IoT systems also enhance data privacy and security. Thus 
the developed framework accesses the normal user and denies the malware user 
based on the stored access history of the IoT device. More than 330000 datasets are 
imported to the system which is trained and tested using the python tool. At first, 
training errors and noise are removed using preprocessing, and then significant 
features are extracted in the process of feature extraction. In the classification layer, 
train the database using SVM which is modified by kernel function with optimized BOA. 
The developed technique predicts the normal and malware user based on the 
threshold level of each user IP. Finally, access the normal user with an IoT application 
or IoT device. Furthermore, to check the designed model's reliability, harmful attacks 
are launched in the IoT environment. Hence, the proposed architecture achieved less 
FPR and high detection accuracy. It can improve data privacy and security using IoT 
devices for predicting malware and attacks. 
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